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Abstract
Measurement is integral to science. Given that it takes many years to become knowl-
edgeable in measurement, it is valuable to consider current practices in teaching 
measurement to undergraduate psychology students. It is argued here that psychol-
ogy research method courses could benefit from significant additions and clarifi-
cations in the topic of measurement. Three topics to consider are: discussions of 
different measurement viewpoints, the conditions for continuous quantities, and 
measurement challenges in psychology. These topics can be integrated into our 
courses and would translate to a more nuanced understanding of measurement and a 
greater ability to critically think about measurement in psychology. Suggested strat-
egies for teaching about these topics are also discussed.
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Measurement is a complex topic and, for a psychology major, the largest dose of 
measurement content is in the required undergraduate research method course. 
Many methodology texts for undergraduate psychology students (e.g., Adams & 
Lawrence, 2019; Cozby & Bates, 2018; Morling, 2021; Nestor & Schutt, 2018; Sch-
weigert, 2021; Stangor, 2014) include, 1) a description of Steven’s (1946) four levels 
of measurement (nominal, ordinal, interval, and ratio), 2) some implicit discussion 
of operationalism via operational definitions, and 3) a discussion of validity and reli-
ability. Missing is a discussion of other views of measurement, critiques of these 
different views, fundamental measurement concepts (like conditions for continu-
ous quantities), measurement challenges in psychological science, and discussion 
as to why psychology has historically been criticized in this area. Given the heavy 
focus on Steven’s scale typology and the missing components, the current topics 
may not provide students with a significant understanding of measurement. Conse-
quently, this lack of foundational knowledge may lead to questionable measurement 
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practices, issues such as validity hacking, being less able to identify measurement 
issues, and generally less scientifically rigorous research (Flake & Fried, 2020; Hus-
sey & Hughes, 2020).

Instructors may wish to create a more robust discussion and present more fun-
damental concepts in measurement. While there are many topics that are currently 
lacking at the undergraduate level, here I discuss adding multiple viewpoints, con-
ditions for continuous quantities, and measurement challenges in psychology. Such 
topics could be integrated into our courses, which might improve how students 
understand measurement. In addition, I present some possible strategies for teaching 
about measurement.

Multiple Viewpoints

A basic understanding of measurement in psychology should include multiple 
viewpoints. Doing so may promote greater critical thinking by driving students 
to identify assumptions, evaluate the strengths and weaknesses of different views, 
synthesize information, and evaluate measurement claims (Bensley et  al., 2010). 
Furthermore, a discussion of multiple viewpoints would honestly represent meas-
urement in research methodology. Viewpoints on measurement include, but are not 
limited to, classical/realist, operationalist, representationalist, pragmatic, as well as 
statistical, such as item response theory and Rasch measurement (Maul et al., 2016; 
Michell, 1997, 1999). These viewpoints are not merely semantic but are fundamen-
tally different views of measurement and numbers.

The realist perspective would define measurement as estimating or discovering 
continuous quantities (Michell, 1997, 1999). This viewpoint makes a major distinc-
tion between simple numerical coding as done when assessing a variable like sex, 
pain, and even possibly intelligence, as opposed to measurement with a variable like 
length or mass. Unless that variable has the properties of order and additivity, it 
cannot be said to be quantitative. So, from the realist perspective, unless there is evi-
dence for quantitative structure of an attribute, then it makes little sense to view the 
coding of values as measurement. Upon demonstrating quantitative structure, meas-
uring values from an attribute would be equivalent to real numbers (Bostock, 1979). 
The realist view therefore estimates real numbers. Further, attributes and their struc-
ture are the focus.

Operationalism, on the other hand, would call assignment of a number to a con-
struct like sex, measurement. This is seen in Bridgman’s (1927, p. 5) argument that 
“concept is synonymous with the corresponding set of operations”, Dingle’s (1950, 
p. 11) argument that measurement is “any precisely specified operation that yields 
a number”, or Steven’s (1946, p. 677) reconceptualization of Campbell’s (1920) 
view that measurement is “the assignment of numerals to objects or events accord-
ing to rule” (Steven’s views are also in part representationalist). In psychology, the 
operationalist viewpoint is typified by Boring’s (1945, p. 244) remark that, “…intel-
ligence is what the tests test”. From the operationalist viewpoint, meaning is estab-
lished in empirical operations, and conducting a scientific test involves carrying out 
an operationally defined measurement (Bickhard, 2001).
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In the representationalist view, numbers are assigned to constructs in a way 
that preserves the qualities of the relations (established through axiomatizations; 
Krantz et al., 1971; Schwager, 1991). Thus, in the representationalist view, num-
bers are relatable to real numbers because, given certain conditions, they are iso-
morphic to real numbers. For example, objects are placed on pans of an equal-
arm balance and the relative positions and consequences of removing or adding 
objects to the pans are observed. The representationalist would view these as 
empirical operations resulting in empirical relations. Numbers are then assigned 
or associated in a way that the numerical properties represent the attribute proper-
ties. These numbers from a numerical system thus specify some formal relations. 
This of course rests on the assumption that they are homomorphic or isomorphic. 
The representationalist therefore assigns numbers, and objects become the focus 
of measurement.

The view of measurement likely familiar to most psychologists is Steven’s (1946) 
levels of measurement or typology. Steven’s (1946) defines measurement as assign-
ing numbers to objects according to rules. Steven’s (1946) argued that the rules need 
to be explicit. After doing so, he derived four different kinds of scale types: nominal, 
ordinal, interval, and ratio. Further, he argued that given a scale type, only certain 
kinds of statistical operations were applicable.

Other views of measurement fall under the umbrella of statistics, such as item 
response theory and Rasch measurement. In the statistical approaches, different 
mathematical models (Rash model/1PL, 2PL, 3PL) are used to explain the relation-
ship between latent traits and responses (DeMars, 2010). Although understanding 
these views in detail is likely outside the scope of lower-level undergraduate meth-
ods course, instructors could still give a brief description of these approaches and 
some citations for additional information. They can also be used in other method-
ology discussions to compare and contrast with classical test theory, which might 
deepen discussions of concepts such as reliability.

Instructors may also wish to use the conversation of different viewpoints to dis-
cuss the distinctions between quantitative and qualitative research. Qualitative 
research often involves description, experience, and meaning (Hammarberg et  al., 
2016). Concepts such as validity and reliability can play a role (although there is 
some disagreement on this, see for example Stenbacka, 2001); however, in quali-
tative research, some view the researcher as the instrument (Patton, 2002). Thus, 
measurement is viewed as fundamentally different from the perspective of a qualita-
tive researcher, and this too can enhance student’s understanding.

In examining a number of research methods books for psychology and syllabi 
for method courses (e.g., Adams & Lawrence, 2019; Cozby & Bates, 2018; Mor-
ling, 2021; Nestor & Schutt, 2018; Project Syllabus—Society for the Teaching 
of Psychology, n.d.; Schweigert, 2021; Stangor, 2014), Steven’s (1946) typology 
was found not only to be explicitly discussed, but was presented as the sole view 
of measurement. In other words, the presentation of Steven’s (1946) typology, and 
only this typology, seems to imply that it is the standard in science. If students are 
only exposed to Steven’s (1946) typology, but not other views, this may create 
some tunnel vision when thinking about measurement and promote problematic 
practices. As opposed to only teaching Steven’s (1946) typology, I suggest that 
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multiple viewpoints be discussed and criticisms of the perspectives taught. This 
might promote greater critical thinking and understanding of measurement.

In fact, one of the most problematic views of measurement is Steven’s (1946). 
Velleman and Wilkinson (1993) list over 10 serious deficiencies with the nomi-
nal, ordinal, interval, ratio typology. For example, Steven’s categories do not 
describe fixed attributes of data, the categories are not sufficient to describe data 
scales, and the categories are not exhaustive. To elaborate on the last point, we 
can easily consider nominal, ordinal, log interval, interval, log discrete interval, 
discrete interval, ratio, discrete ratio, and absolute (Narens & Luce, 1986). Mos-
teller and Tukey (1977) discuss names, grades, ranks, counted fractions, counts, 
amounts, and balances as different levels. There is no justification for deciding 
that there should be only four.

Furthermore, Steven’s (1946) typology and axiomatizations have been argued 
to be fundamentally flawed since the levels are meaningless, as can be seen when 
you can follow Steven’s (1946) rules and have a variable represented in multiple 
scale types. Rozeboom (1966) and Prytulak (1975) make this point, as the latter 
finds that the same scale changes levels depending on how you use it. In discuss-
ing this issue, Michell (1990) explains:

…suppose that a set of people are classified according to eye-color: persons 
a, b, and c all have blue eyes; e, f, and g all have brown eyes; and both i 
and j have green eyes. This classification is an empirical relational system, 
the relation involved being that of having the same colored eyes as (call it 
 R1). Let this empirical relational system be numerically represented as fol-
lows: assign the number 2 to a, b, and c; the number 3 to e, f, and g; and the 
number 5 to i and j. This creates a nominal scale in which the relation of 
being equal to represents  R1. Now 2 + 3 = 5 is a numerical relation holding 
between the numbers used in this nominal scale. (p. 38)

The numbers used to represent eye color (nominal scale) have a numerical 
relationship, as three and two will add to five. Michell (1990) goes on to explain 
that inevitably, if the numbers are additively related, then that numerical assign-
ment will also represent a ratio scale:

R2 = {(a, e, i), (a, e, j), (a, f, i), (a, f, j), (a, g, i), (a, g, j), (b, e, i), (b, e, j) (b, 
f, i), (b, f, j), (b, g, i), (b, g, j), (c, e, i), (c, e, j), (c, f, i), (c, f, j), (c, g, i), (c, g, 
j)}. It represents this relation because  R2 holds between any ordered set of 
three people x, y, and z (from the original set of eight), if and only if n(x) + 
n(y) = n(z) (where n(x), n(y), n(z), are the numbers assigned to x, y, and z, 
respectively). (p. 38-39)

Thus,  R2 can be additively represented. This demonstrates that any nomi-
nal scale for some empirical objects also has a corresponding ratio scale with 
the same numerical assignments. Since for any scale type there will be a set of 
empirical objects and simultaneously another scale type with that same numeri-
cal assignment, to view scale types as being exclusive categories whereupon only 
certain statistics are permissibly used is problematic.
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The statistical point has also been echoed by Velleman and Wilkinson (1993). 
In fact, Steven’s (1951) recognized the issue as well, in writing that technically a 
standard deviation should not be calculated for an ordinal scale type, which would 
constitute most of the variables in psychology, but that pragmatically this may be 
useful. Numerous statisticians such as Tukey (1961) and Guttman (1977) have been 
critical of the perspective put forward by Steven’s (1946), arguing that it is a misuse 
of statistics to view them in absolute terms, and the same data can be viewed in 
different ways depending on what the analyst wants to know. Therefore, not only 
is the typology problematic from a measurement perspective, it is also problematic 
from a statistical perspective, and might contribute to students incorrectly conduct-
ing statistical analyses or thinking they cannot perform a statistical procedure which 
in reality would be reasonable.

Perhaps most problematically, by conflating measurement and scale types, Ste-
ven’s (1946) typology obfuscates an important part of measurement, which is under-
standing the properties of some attribute and how it is structured. Relegating the 
task of measurement to the assignment of a scale type treats the actual process of 
measurement as an afterthought.

In the classroom, some of the criticisms against Steven’s (1946) typology can 
also be discussed with regards to the operationalist and representational view more 
broadly. For example, it is important to understand just how much of a departure the 
operationalist view of measurement is from the conceptualization of measurement at 
the time it was introduced and how the operationalist account can lead to arbitrary 
concept formation (Michell, 1990). The operationalist view of measurement also 
tends to conflate measurement, meaning, testing, and theory (Bickhard, 2001). Each 
of these concepts are important and related, but they must not be equated. A conse-
quence of equating them, as done in operationalism, is to hamper progress in any 
one of them. Indeed, some have argued that the operationalist school of thought has 
hindered theory development in psychology (Bickhard, 2001). Given the connection 
with the failed tradition of logical positivism, it is perhaps not surprising that it has 
many issues (Bickhard, 2001; Vessonen, 2021).

Representationalism also has many issues, such as using objects, rather than 
attributes, as the focus of measurement. Further, measurement in representational-
ism always needs to be supplemented by construct-related validation procedures 
(Michell, 2021; Schwager, 1991). Just like operationalism, in the representational-
ist view, a claim will be made that an instrument measures something, without any 
evidence of quantitative structure, thus reducing the importance of a significant sci-
entific process.

Realist accounts can also be critically evaluated. For example, the attributes of 
inference that are examined in psychology may be unlike those that are studied 
in physics or chemistry, and requiring the same level of precision is impractical 
(Guyon et al., 2018; Kyngdon, 2008; Sijtsma, 2012). Michell (1990) has argued for 
greater use of additive conjoint measurement (see next section) which is consistent 
with the realist perspective, and also helps to address some of the issues, like lack of 
control, that are present in studying psychological attributes. However, in practice, 
it has been more difficult to implement given the limitations of how the axioms are 
verified and with estimating error (Sherry, 2011; Sijtsma, 2012). Recognizing these 
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issues, those such as Guyon et al. (2018) have argued for a measurement approach in 
psychology that includes both pragmatism and realism epistemology.

Although not all measurement views were able to be discussed above, and there 
are many more critiques that could be made, it should be clear that this kind of dis-
cussion can be used to greatly enhance students understanding of measurement. Ste-
ven’s (1946) typology has had a tremendous impact on psychology; thus it is reason-
able to still discuss it, but if students are to think critically about measurement, this 
needs to be done in the context of other views of measurement. Presenting several 
viewpoints of measurement and their strengths and weaknesses can enhance critical 
thinking skills, allow students to be better prepared for more advanced measurement 
concepts encountered at the graduate level, and change the focus to thinking rather 
than rote memorization of a typology.

Conditions for Continuous Quantities

A fundamental aspect in the history of measurement in science has been the issue 
of examining if an attribute has quantitative structure. If values from an attribute are 
quantitative, then they are equivalent to real numbers. This of course has important 
consequences for using values to make inferences, developing better instruments, 
and understanding related phenomena. Therefore, it is important to understand what 
properties are required for quantitative structure. A quantity has the properties of 
order and additivity. If it also meets conditions for density and completeness, it is 
continuous.

It is useful to consider length when thinking about these conditions. Hӧlder 
(1901) defined the conditions for quantitative structure and showed that length met 
these conditions. There are three conditions, all of which must be true, for an attrib-
ute to have order (Michell, 1990). If X, Y, and Z, are values from some variable, then 
it must be the case that: 1) if X ≥ Y and Y ≥ Z then X ≥ Z (transitivity); 2) if X ≥ Y 
and Y ≥ X then X = Y (antisymmetry); and 3) either X ≥ Y or Y ≥ X (strong connexity). 
Additivity has six conditions, all of which must be true: 1) X + (Y + Z) = (X + Y) + Z 
(associativity); 2) X + Y = Y + X (commutativity); 3) X ≥ Y if and only if X + Z ≥ Y + Z 
(monotonicity); 4) if X > Y then there exists a value Z such that X = Y + Z (solvabil-
ity); 5) X + Y > X (positivity); and 6) there exists a natural number n such that nX > Y 
(Archimedean condition). If some attribute met all nine conditions (i.e., has order 
and additivity), it can be considered a quantity. Additionally, there exists conditions 
for being continuous. If all the previous conditions are true and it is also true that: 
1) if X and Y are any values of Q such that X > Y then there exists Z in Q such that 
X > Z > Y (density) and 2) every non-empty set of values of Q which has an upper 
bound has a least upper bound (least-upper-bound property/completeness), then the 
variable is a continuous quantity.

It is important to understand that the values X, Y, and Z denote specific magni-
tudes of some attribute, like length, independent of any actual physical measure-
ment. Regardless of whether or not I measure the length of my desk, the desk has 
the attribute length. Similarly, if X + Y = Z, this means that length Z is made of dis-
crete parts X and Y, outside of any human operation (Michell, 2003). Notice that 
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these conditions are not akin to how a researcher demonstrates quantitative struc-
ture. The conditions are important because they make explicit what we are inferring 
when we claim quantitative structure for an attribute. This author argues that this 
should be the key aspect of the discussion. Instructors can use examples like length, 
volume, and mass to point out that we correctly make the kinds of inferences with 
those attributes, commensurate with their status as having quantitative structure. 
Then, an attribute like intelligence, can be used as a contrast to discuss the idea that 
intelligence likely has order, but not necessarily additivity. Thus, the inferences that 
we draw regarding values from an intelligence instrument are different than if it was 
length, for example.

It should be noted that while undergraduate method books may make the distinc-
tion between a discrete value and a continuous value, or a category and a number, 
this is often described in very little detail and not tied explicitly to the structure of 
some variable, which is at the core of measurement. Instead, the distinction is more 
often erroneously described as a decision the researcher must make.

In this discussion of what makes for quantitative structure, another important dis-
tinction that must be made is that between extensive and intensive variables (Lands-
berg, 1978; Michell, 1990; Redlich, 1970). A variable like mass is extensive. Exten-
sive properties depend on the amount of matter in a sample. A larger sample of lead 
means more mass. Other common examples include length, volume, entropy, and 
energy. A variable like temperature is intensive. Intensive properties depend on the 
type of matter, not the amount. For example, taking two glasses of milk each at 40° 
F and putting them into one large container does not make the temperature 80° F. 
Other intensive examples include solubility, density, and hardness. The key to this 
discussion is understanding that variables like length and temperature are both quan-
tities, as they are both ordered and additive, but they do not demonstrate these prop-
erties in the same manner. Extensive variables like mass and length can demonstrate 
their order and additivity by concatenation (joined side-by-side). On the other hand, 
intensive variables like temperature, are not concatenated.

Despite length being extensive, it was still a challenge to show that it met the 
conditions for a continuous quantity (Hӧlder, 1901). Understanding the properties 
of intensive variables, like temperature, is even more challenging (Barnett, 1956; 
Chang, 2004; Sherry, 2011). This is quite relevant for psychology, as the kinds of 
variables that are examined in our field are more like intensive variables, as they 
cannot be concatenated (e.g., self-esteem). Therefore, to understand measurement 
in psychology, it is important for students to understand not only that attributes can 
have different properties like order and additivity, but that they can demonstrate 
these properties in fundamentally different ways.

It can be difficult to uncover the properties of an attribute, particularly if that 
attribute is a psychological one. As discussed more in the next section, it can also be 
challenging when the methodologist lacks precise control of the variables, and the 
variables are dependent on the environmental context. This is partly why the devel-
opment of additive conjoint measurement (ACM) marks significant progress. ACM 
allows us to bypass some of these issues and test for quantitative structure.

In ACM, at least two attributes, A and X, non-interactively (e.g., additively, mul-
tiplicatively, etc.), relate to a third attribute, P (e.g., volume, mass, and density; Luce 
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& Tukey, 1964; Luce et al., 1990; Michell, 1990). It is required that P possesses an 
infinite number of values, P = f(A, X) where f is some mathematical function, there 
is a simple order, ≥ upon the values of P, and values of A and X can be identified 
(that is, objects can be classified according to the value of A and X they possess). 
If three conditions hold [double cancellation (described later), solvability, and the 
Archimedean condition], then, P, A, and X are quantitative and f is a noninteractive 
function. Importantly, it is not a requirement that P, A, or X, are previously known to 
be continuous quantities, nor is it a requirement that the variables be concatenable. 
Thus, ACM is particularly useful in quantifying variables in cases where it is known 
that the variables have order but they cannot be concatenated. This is often the situ-
ation in psychology.

One can use ACM to show evidence that some attribute (e.g., P, the probabil-
ity of getting an item correct) is related additively to two others (e.g., A the ability 
and X the item difficulty) such that P = f (A + X) (where f is any positive monotonic 
function; Heene, 2013). If a psychologist hypothesized that trait self-control has 
quantitative structure, it is possible to use ACM to validate its structure, despite the 
difficulty in precisely controlling values of self-control. From a measurement per-
spective, the development of ACM is a significant step forward, and it can even be 
shown that the conditions for continuous quantities are a special case. As discussed 
above, however, there are also practical limitations to ACM which has contributed 
to it not receiving more widespread use (Heene, 2013; Sijtsma, 2012). Some also 
view the conditions in ACM as still too restrictive (Maul et al., 2016). Despite some 
limits of ACM, undergraduate students could benefit greatly by being exposed to 
measurement approaches that are specifically useful in psychology that allow us to 
test for quantitative structure.

Challenges for Psychology

Although researchers may hypothesize that some psychological attribute, like intel-
ligence, has quantitative structure, it may be that it has order but not additivity, 
and therefore is not quantitative. Investigating structure of psychological attributes 
is a monumental task given that many of the attributes studied in psychology can-
not be concatenated, tend to be highly socially dependent, and can have properties 
that emerge from micro-elements and processes that the macro-element cannot be 
reduced to (Guyon et al., 2018; Humphreys, 2008). No doubt most research meth-
ods courses in psychology discuss some of the challenges of studying psychological 
attributes. Challenges that could receive more widespread discussion in our courses 
include separation, manipulability, and invariance, discussed below. By teaching 
these challenges to students, we enhance critical thinking and better prepare students 
for understanding and conducting scientific research.

When a thermometer is used to record values of temperature, we are not directly 
measuring temperature. We are observing the effect that temperature has on the vol-
ume of a substance sealed in a glass container. So, there is some separation from 
what we have (readings on a glass tube about volume of a liquid) and what we 
want (temperature; Bond et  al., 2021). Separation can be seen when values of an 
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instrument are indirectly related to the variable under investigation.1 Despite that 
with temperature and thermometers, there is only a small degree of separation, the 
development of accurate thermometers still took several centuries (Barnett, 1956; 
Chang, 2004; Sherry, 2011). In the case of intelligence, a value recorded on an 
instrument like the WAIS or Ravens progressive matrices is not what we want; rather 
we want to know the value of some unobserved variable (Neisser et al., 1996). For 
example, we want to know Person A’s intelligence, but since the test score is indi-
rectly a product of the variable of interest, a WAIS score of 112 is separated from 
their true level of intelligence. As an example, suppose intelligence was akin to a 
particular network of neurons in the brain. This network would likely send its output 
to dozens of other neural systems, which in turn would send their output to dozens 
of other systems (Fingelkurts & Fingelkurts, 2004). Thus, the separation observed 
between the state of this intelligence network and the eventual score that is produced 
on the WAIS means more deviations and thus more noise. The same would be true 
for many other instruments for constructs like depression, self-control, hunger, etc.

The issue of separation is particularly relevant in dynamic systems, like the 
human body. A hallmark of dynamic systems is sensitivity dependence on initial 
conditions (Lorenz, 1963; Ruelle, 1991). In essence, a small initial difference can 
cause a change in what happens later. Thus, even in a completely deterministic sys-
tem, a very small initial difference can result in no relationship being found between 
the initial state of the system and the path the system takes later on. When mak-
ing inferences about some unobserved variable, like intelligence, a small difference 
introduced early on in the network would theoretically result in a different score on 
the test.

The issue of separation can be addressed by developing a precise understanding 
of the causal process involved in the system under investigation as well as creating 
instruments or techniques that can make more direct inferences on the attributes of 
interest. In the history of temperature, concepts of capacity for heat/specific heat and 
latent heat, as well as an understanding of the causal processes involved, facilitated 
the development of temperature instruments (Barnett, 1956; Bringmann & Eronen, 
2016; Chang, 2004; Sherry, 2011). At present, psychology does not have a precise 
understanding of how genes, environments, neurons, etc. causally work to produce 
scores on a test, and separation is arguably an issue here.

A second challenge is one of manipulability. In physics or chemistry, many times 
the variables of interest can either be directly or indirectly manipulated. The ability 
to precisely manipulate a variable and carefully observe the effects has been essen-
tial in measurement in the history of science. For example, being able to add a speci-
fied known quantity of heat and observe the specific change on a thermometer facili-
tated the development of thermometers (Barnett, 1956; Chang, 2004; Sherry, 2011). 

1 This is conceptually related to the manifest vs. latent variable distinction. A latent variable might be 
somewhat separated from the values on an instrument, or it might be many orders separated. Thus, sep-
aration is not just that a variable is not directly observed, but how directly the measure relates to the 
variable. The argument presented here is that the more separated, the more difficult to study and develop 
instruments for.
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Further, being able to manipulate pressure and show that readings on some instru-
ments were affected was important in the development of thermometers. In some 
cases, psychological variables cannot be manipulated because of ethical issues (e.g., 
growing up in a high crime neighborhood). In other cases, it would be impractical 
(e.g., the number of friends you have). In still other cases, it is not even clear what it 
would mean to manipulate a variable (e.g., intelligence). If it is difficult to take one 
unit of intelligence in one condition and two units of intelligence in another condi-
tion, and test how an instrument like the WAIS responds, it becomes more difficult 
to develop precise measurements. Therefore, the lack of the ability to manipulate 
many psychological variables poses a challenge, and students learning psychological 
science should recognize this challenge to understand measurement.

A third challenge is invariance. Invariance is the concept that values attributed 
to variables by a measurement system should be independent of a particular instru-
ment. In other words, “you can’t measure change with a measure that changes” 
(Bond et  al., 2021, p. 69). If our psychological variables themselves do not exist 
independent of our particular cultural, social, and historical conditions, the instru-
ments will not be invariant. Invariance is an important aspect of measurement. When 
we conceptualize values of length, mass, temperature, etc., they exist independent of 
the place and time. But many psychological variables either likely or definitively 
do not exist independent of place and time (Hussey & Hughes, 2020). For example, 
what self-esteem means is at least partly dependent on particular cultural, social, 
and historical conditions (Baumeister & Leary, 1995; Howell et al., 2019; Maslow, 
1943). Suppose the average levels of self-esteem were compared between two coun-
tries. Country A has an average of 3 and country B has an average of 4. If the meas-
urement is not invariant, it is not clear that country B has higher average self-esteem. 
A score of 4 on the scale in country B, might equate to a 2 in country A. The issue is 
invariance. It could be the case that within some socially dependent conditions, val-
ues of a self-esteem assessment are invariant, but this would be contextually depend-
ent, and we would treat that measurement system differently. Some instruments for 
assessing intelligence, for example, are frequently renormed, and we would not nec-
essarily equate a score of 100 today to a score of 100, 50 years ago (Flynn, 1987).

How to demonstrate invariance is important in measurement. This could be an 
opportunity in a course to link issues of measurement in psychology with some of 
the different viewpoints of measurement, namely item response theory and Rasch 
measurement. Differential item functioning is used in Rasch measurement to exam-
ine if groups (e.g., different ages or ethnicities) have different probabilities of 
endorsing a given item on a scale, after controlling for overall scores. This feeds 
back to a discussion of differing viewpoints on measurement and gives an oppor-
tunity for interleaving topics, which improve learning and memory (Rohrer, 2012).

Suggested Strategies for Teaching

While there was some discussion of teaching strategies embedded into the discus-
sion above, specific strategies are explicated here. The suggested strategies are 
meant only to give instructors more ideas on how to incorporate the previously 
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discussed material. Whether the proposed strategies discussed here are effective is 
an empirical question, but one beyond the scope of the current work.

One potential strategy to help students understand measurement is to introduce to 
them different variables with different properties and have them discover the nature 
of their structure for themselves. For example, an instructor might briefly define 
length (i.e., the straight-line distance between two points along an object) and sex 
(a biological quality based on the type of gametes produced), and then have students 
in small groups try to determine why they are different and what properties the vari-
ables have. In such an exercise, students might even discover the properties of order 
and additivity themselves.

Another feasible strategy, specifically for teaching different views of measure-
ment, could be to present statements and then examine how each viewpoint would 
think about them. For example, a statement like, “We can use a ruler to measure 
the length of a hand” would be an acceptable statement from the realist, operation-
alist, and representationalist view; however, a statement like “We can use a self-
esteem scale to measure self-esteem”, is unacceptable from the realist perspective 
because there is little evidence that self-esteem is a quantity. It would also be possi-
ble to bring up criticisms of traditional self-esteem scales from an item response and 
Rasch measurement perspective.

Another strategy could be to use temperature as an example to tie in several 
concepts. As mentioned above, most variables do not manifest their additivity by 
concatenation; variables like length and mass are the exceptions, not the rule. More 
often, variables are like temperature, which is an excellent example of an intensive 
attribute. While the ability to construct accurate measures of temperature took sev-
eral centuries, scientists had explicitly or implicitly hypothesized that temperature 
was quantitative (Sherry, 2011). There are many variables in psychology that are 
hypothesized to be quantitative, like intelligence. It is instructive to explain some 
of the measurement challenges that scientists faced in the history of temperature. 
For example, Galileo’s 1592 device was technically a barothermoscope, as it was 
affected by not just temperature, but air pressure. In creating modern thermometers, 
many liquids were tried, including mercury, which has the advantage of increasing 
volumetrically linear over a wide range of values and being less liable to cling to the 
glass tube compared to alcohol. The thermometer was refined over centuries and the 
physical systems that affect temperature measurements are relatively simple, com-
pared to human behavior. Through a discussion of temperature, students might gain 
an appreciation for how serious and arduous the measurement process is. Tempera-
ture is also an excellent example where the measurement of the variable was greatly 
aided by development of theory and understanding of the relevant causal processes 
(Bringmann & Eronen, 2016). Therefore, temperature can be used to show what 
psychology is often lacking and why measurement in psychology is challenging. 
Lastly, temperature is a very useful example to show how we can have readings from 
an instrument that relates to something we do not want (e.g., volume of mercury), 
and use those readings to make an inference to something we do want (e.g., value 
of temperature). In psychology, we may have scores on a test or answers on a ques-
tionnaire, what we don’t want, and we would like to make an inference about some 
hypothesized latent variable (Bond et al., 2021).
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Another strategy that may be useful in teaching measurement in psychology is to 
teach history. At the very beginning of psychology, there were debates as to the sci-
entific status of the field and debates about keys issues, such as what are we actually 
measuring in psychology. The reason measurement in psychology was questioned 
concerned how measurement was and is viewed in the natural sciences. A classical/
realist viewpoint of measurement suggests that in many cases, psychologists were 
not measuring, but rather numerically coding. In many ways this came to a head 
with the 1932 committee established by the British Association for the Advance-
ment of Science. The committee focused on psychometrics, some of the most sys-
tematic and precise research done in psychology, including Steven’s sone scale, and 
concluded that what was being called measurement was not. This called into ques-
tion the entire field of psychology. Michell (1990) argued that the reaction of psy-
chologists in the early to mid-1900s is what lead to the adoption of a view of meas-
urement that departs from the natural sciences. Indeed, it does appear that ideas like 
Steven’s (1946) typology were embraced because it legitimatized the practices of 
psychologists as measurement. Unfortunately, psychology texts rarely if ever men-
tion this history. Not only is even a brief discussion of this history more intellectu-
ally honest, but it also puts the differing viewpoints of measurement and conditions 
for quantities in context, which may facilitate understanding and critical thinking.

Lastly, we might consider some teaching strategies for conditions of quantities. 
The focus of the conditions is to make it clear that when we are claiming quantita-
tive structure, those conditions are what we are inferring to be true. Most of the 
conditions are relatively straightforward, and students may already be familiar with 
some of them, such as transitivity. Examples of variables that meet or do not meet 
the different conditions can be useful, such as sex, which has neither order nor addi-
tivity, to mass, which has order, additivity, density, and completeness. Students may 
initially struggle with the Archimedean condition, which is also part of ACM (Luce 
et al., 1990; Michell, 1990). While the Archimedean condition can be written many 
ways, simply stated, it means that we can take any two positive numbers, X and Y, 
and find a natural number such that nX is larger than Y. Or similarly, some set of 
natural numbers is not bounded above. As way of example, we could imagine try-
ing to fill-up a bathtub with salt. No matter how small the spoon, as long as we 
have enough salt, there is some natural number of spoonful’s that will allow us to 
overflow the bathtub with salt. This is often also illustrated as in Fig. 1. By way of 
analogy and simple figures, it might be easier to understand an abstract concept like 
the Archimedean condition.

If ACM was introduced, double cancellation might also be somewhat difficult. As 
often stated, with a, b, and c being values of A, and x, y, and z being values of X, 
and this being related to a noninteractive relationship with P, then the following must 
be satisfied: if ay ≥ bx, and bz ≥ cy, then az ≥ cx (Luce et  al., 1990; Michell, 1990). 
This is actually straightforward if we understand double cancellation as a more com-
plex form of transitivity. Simply stated, it concerns pairs of values of P, ordered by ≥ , 
which relates to order in other particular pairs of values. While there is much to be 
said about double cancellation, the condition can be more easily grasped by a sche-
matic representation. If  a1:a3 are 3 values of A and  x1:x3 are 3 values of X, they can 
be grouped in a matrix, as in Fig. 2, and using arrows to represent a ≥ relationship. If 
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double cancellation holds,  a1x2 should be greater than or equal to  a2x3 and  a2x1 should 
be greater than or equal to  a3x2, etc. Michell (1990) uses matrices to illustrate the 36 
different substitution instances from this example, and the relationships which must 
be true (see also Perline et al., 1979, for a discussion of how this relates to the Rasch 
model). Given that this would be meant for a discussion in an undergraduate research 
method course, it may be unnecessary to give a complete account of conditions like 
double cancellation or the Archimedean property. Nonetheless, some brief examples 
like this might help students. A more advanced course could then explicate how sci-
entists in practice can use ACM, for example, to examine quantitative structure or how 
this is connected to Rasch measurement.

Fig. 1  Illustration of the Archi-
medean condition

Fig. 2  Illustration of using 
matrices to discuss double 
cancelation
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Reflections and Conclusions

Many of the ideas discussed here have been passionately expressed in previous 
work. Rozeboom (1966), for example, not one to mince words, discussed why he 
viewed Steven’s (1946) typology as “complete nonsense” (p. 188). Although meth-
odologists are familiar with the issues, the dominant view in undergraduate method-
ology textbooks is still Steven’s (1946), which suggests that the concepts described 
here are not commonly taught in undergraduate (and possibly graduate) courses. A 
cause for this could be that works like Rozeboom (1966) are aimed more at meth-
odologists and psychometricians, than instructors. This work is intended to, in part, 
fill that gap by bringing these issues to the attention of methodology instructors and 
providing some options for them to implement the suggestions.

A consequence for the ubiquity of Steven’s (1946) views in undergraduate psychol-
ogy books is that it may cause people to believe that it is true. This frequent presentation 
could be triggering an illusory truth effect (Hasher et al., 1977; Hassan & Barber, 2021). 
Further, some might object to the suggestions here and argue that the ubiquity of Ste-
ven’s (1946) typology suggests that is the correct approach. Yet this commits the appeal 
to common practice fallacy. Just because it is common does not make it true (Lee, 2017). 
Steven’s (1946) typology is easy to understand and comes with a built-in mnemonic, 
NOIR, making it easy to understand compared to some of the suggested material here, 
like ACM. However, this processing fluency may unfortunately cause people to believe 
that it is true (Alter & Oppenheimer, 2006). Similarly, given familiarity over time, we 
might even feel positive about the typology, a possible mere exposure effect (Bornstein, 
1989). Thus, despite the problems with Steven’s (1946) typology, students and instructors 
alike could develop a preference for it, and this may contribute to why it is still taught.

Research suggests that need for cognition and previously stored knowledge do not 
prevent an illusory truth effect (Fazio et al., 2015; Newman et al., 2020). On the other 
hand, some evidence suggests that having people act as “fact checkers” and evaluate 
claims by focusing on accuracy at exposure can prevent it (Brashier et al., 2020). The 
teaching strategy of having students think about the properties of different variables 
for themselves and exposing students to multiple viewpoints and having them discuss 
the strengths and weaknesses in each view is argued to facilitate this kind of critical 
thinking. Furthermore, this problem-solving-then-instruction tactic might give stu-
dents opportunities to notice and encode key features of measurement on their own, 
and is consistent with productive failure (Sinha & Kapur, 2021).

Psychology texts currently focus heavily on Steven’s (1946) typology and without 
support from the required textbook, some instructors may understandably be hesitant in 
incorporating some of these suggestions. The teaching strategies discussed above may 
help, but there are also several excellent articles that could be assigned, like Michell 
(2003), which gives a brief introduction to measurement in science and covers several 
of the topics discussed here. Authors of undergraduate method texts are encouraged to 
incorporate some of suggested content in the future, which would help instructors.

A reasonable objection to the recommendations here might be that this material, 
while important, is too difficult for undergraduate students, and might be better suited 
to graduate courses. There are at least three responses to such an argument. First, what 
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is advocated here amounts to an introduction to these issues. These topics can be fur-
ther explicated in more advanced undergraduate courses or graduate courses. Second, 
most students will not attend graduate school and therefore most psychology majors 
will continue to have a narrow view of measurement unless undergraduate curriculum 
is updated. Third, measurement discussions, by their nature, are complex. Some stu-
dents may indeed struggle, but just as not all students can succeed in fields like physics 
or engineering, some students may not be suited to a rigorous scientific examination of 
psychological methodology. The justification for content inclusion is arguably estab-
lished by determining what is essential, not necessarily what is easy.

Another possible argument could be that, in terms of different views of measure-
ment, the debate is just semantics. As discussed above, the different views represent 
different ways of not just discussing measurement but investigating empirical phe-
nomenon. Science works to understand the structure of empirical phenomena and 
views such as operationalism equivocate assignment of numerals to the scientific 
task of measurement (Michell, 1990). Thus, an operationalist view tends to disre-
gard the investigation of structure. Representationalism investigations must also 
be supplemented with construct validation procedures that may be inadequate for 
the development of robust instruments as seen in other scientific disciplines (Maul, 
2017; Michell, 2021). Therefore, these different views are not merely semantic argu-
ments, but have genuine consequences for how research is conducted.

As instructors, we must continuously reflect and question if our current approach is 
optimal or if there are opportunities for improvement. Given the above discussion, there are 
gaps in the standard curriculum and thus opportunities. The arguments made here should 
not be regarded as a definitive set of suggested content. They are merely elements instruc-
tors could consider incorporating to build a more robust introduction to measurement. If 
only one of the elements could be integrated, the different viewpoints of measurement 
could be considered the most important. Indeed, issues in measurement are to be discussed 
and debated, not rote memorized. Although the pragmatic view, item response theory, and 
Rasch measurement were not examined in detail in the above discussion, students would 
also benefit from a basic introduction to those views. Guyon et al. (2018) discuss the utility 
of a pragmatism-realism viewpoint in psychology, which might be an appropriate reading 
for students. Similarly, Bailes and Nandakumar (2020) give an excellent introduction to 
Rasch measurement, how it compares to classical test theory approaches, and the practical 
aspect of conducting Rasch analyses. Lastly, Nguyen et al. (2014) discuss the basic aspects 
of item response theory and present an application for patient-reported outcome measures. 
DeMars (2010) is also an excellent short text on item response theory.

By incorporating a more rigorous presentation of measurement at the undergradu-
ate level, this may translate to a more nuanced understanding of scientific research and 
eventually, shrewder scholarship. Although the focus of this discussion has been for 
research method courses, the measurement concepts can and should be incorporated 
in other psychology courses when relevant. Hopefully, this paper offers a starting point 
for those who want to add a more robust discussion of measurement to their classes.
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